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Abstract: Although standard statistical methods and climate models can simulate and predict sea-ice
changes well, it is still very hard to distinguish some direct and robust factors associated with sea-ice
changes from its internal variability and other noises. Here, with long-term observations (38 years
from 1980 to 2017), we apply the causal effect networks algorithm to explore the direct precursors
of September Arctic sea-ice extent by adjusting the maximal lead time from one to eight months.
For lead time of more than three months, June downward longwave radiation flux in the Canadian
Arctic Archipelago is the only one precursor. However, for lead time of 1–3 months, August sea-ice
concentration in Western Arctic represents the strongest positive correlation with September sea-ice
extent, while August sea-ice concentration factors in other regions have weaker influences on the
marginal seas. Other precursors include August wind anomalies in the lower latitudes accompanied
with an Arctic high pressure anomaly, which induces the sea-ice loss along the Eurasian coast. These
robust precursors can be used to improve the seasonal predictions of Arctic sea ice and evaluate the
climate models.

Keywords: precursors; causal effect networks; sea ice; Arctic

1. Introduction

Sea ice is one of the most important components of the polar climate system. It can impede the
polar ocean from absorbing the solar radiation due to high albedo. Moreover, as the air–sea interface,
sea ice can adjust and even preclude their exchange of heat, momentum, and materials (e.g., moisture,
and CO2). The formation and ablation of sea ice not only affect the local salinity and stability, but also
the global thermohaline system [1]. Although sea ice occupies a small fraction of earth area, its changes
more or less have an impact on the local ecosystem and human activities in the sub-polar regions, even
the extreme weather and climate in the low latitudes [2].
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During the satellite era, Arctic sea-ice extent (SIE) has a downward trend in each month, decreasing
most rapidly in September [3,4]. Both observations and models reveal that there are progressively
larger variability and accelerated decline of Arctic sea ice in summer [5–7]. Since the early 21st century,
a series of extreme September SIE minima have sprung up. The September SIE fell into the lowest
value (3.57 million km2) in 2012, breaking the record of 4.27 million km2 set in 2007, as shown by the
data published by the National Snow and Ice Data Center (NSIDC) [8]. The frequent occurrence of
these minimal values also indicates the responses of Arctic sea ice to external forcing are enhanced [9].

Atmospheric thermodynamic forcing plays an important role in the melt of sea-ice cover through
changes in surface temperature associated with the sensible and latent heat fluxes, or direct radiation
forcings related to cloud cover change. Over the recent decades, variability in Arctic sea ice has
been coupled to the surface warming [10]. There is a strong correlation between sea-ice decline and
higher temperatures in spring, accelerating sea-ice melting [5,11–13]. In addition, Kay et al. [14]
considered that the increased downward shortwave flux (DSF) associated with unusually clearer skies
could make more ice melt with warmer surface ocean water, which had an important effect on the
September sea ice record minimum in 2007. By contrast, using a coupled ice-ocean model (Pan-Arctic
Ice-Ocean Modeling and Assimilation System (PIOMAS)) driven by National Center for Environmental
Prediction (NCEP)/National Center for Atmospheric Research (NCAR) reanalysis atmospheric fields,
Schweiger et al. [15] found that the sea ice minimum of 2007 was not significantly attributable to
negative cloud anomaly in summer (June–August), and the impact of solar radiation in summer was
small and just limited to the north of the ice edge. Furthermore, Graversen et al. [16] showed that the
anomalously warm and humid air into the Arctic induced the positive anomalies of downwelling
longwave flux (DLF) and turbulent fluxes, causing the 2007 extreme value. As demonstrated by Francis
and Hunter [17], there was a strong positive correlation between summer ice retreats and DLF in
different regions and the entire Arctic from 1979 to 2004, which overwhelmed the effect of DSF due to
increases in higher clouds and atmospheric water vapor.

In turn, the loss of sea-ice cover has decreased the surface albedo and increased solar radiation
flux into the upper ocean. The solar energy deposited in the sub-surface ocean could partly lead to
the melt on the lateral edges or on the bottom of sea ice [18]. Perovich et al. [19] concluded that the
observed enhanced bottom melting of sea ice within the Beaufort Sea in Summer 2007 to a large extent
resulted from the earlier decline of SIE, inducing the positive ice–albedo feedback and the rapid ice
retreat. Lindsay and Zhang [20] showed that the ice–albedo feedback has triggered the reduction of
simulated ice thickness since 1988 with the thinner first-year ice in the following summer months.
The recent abrupt thinning of sea ice also boosted the absorbed solar shortwave radiation and the
open water formations through the positive ice–albedo feedback along with more ice export caused
by anomalous atmospheric circulation, all of which led to the unprecedented sea-ice reduction in
summer [21–23].

Besides these thermodynamic factors and natural variability of sea ice, atmospheric circulation
anomalies have also accounted for the sharp decrease of sea ice through the response of ice motion to
surface winds [4]. It is documented that between the late 1980s and mid-1990s, the sea-ice reductions
were likely to be driven by the strong Arctic Oscillation (AO) positive phases in wintertime with
Beaufort Gyre (anticyclonic ocean current in Western Arctic Ocean) weakened, promoting the ice
divergence from Western Arctic to Eastern Arctic and ice export through Fram Strait [24–26]. Based on
a simple model tracking ice age, Rigor and Wallace [27] showed, when winter AO index was in its high
state, younger and thinner ice was transported back to the Alaskan coast quickly, which helped sea ice
away from the Eurasian coast where thinner ice was vulnerable to melt the following spring and early
summer. Additionally, a nine-year-long positive phase of Pacific Decadal Oscillation (PDO) ended in
1989 and shifted into a three-year-long negative phase with a weaker Beaufort Gyre, hastening the
sea ice out of the Siberian sector of the basin [20]. As for the summer in 2007, L’Heureux et al. [28]
studied the correlation between Pacific-North American (PNA) pattern and Arctic sea-ice reduction,
and inferred with a high PNA index, the anomalously strong anti-cyclone (Beaufort High) where
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the loss of sea ice was greatest, accounted for the extreme sea-ice melting. Then, another findings
indicated that a more meridional Arctic dipole atmospheric circulation structure, the second leading
EOF (Empirical Orthogonal Function) mode of sea-level pressure north of 70◦ N, contributed to more
ice out of the Arctic Ocean into the North Atlantic [29–33]. However, the influence of these circulation
regimes on sea ice, to some degree, depends on the study period [34,35].

While many likely reasons why the Arctic sea ice reduces substantially have been addressed and
CMIP5 (Coupled Model Intercomparison Project Phase 5) simulations are closer to observed trends of
sea ice than CMIP3, some considerable differences between observation and models are still detected,
which make it hard to project the changes in sea-ice cover [6,36,37]. For one thing, it is difficult
to express the complex physical processes in sea-ice models accurately. For another, it is unclear
which players have a direct and robust relationship with sea-ice loss, regardless of internal variability
and/or other noises. As for the latter, this study applies a novel data-driven approach named causal
effect networks (CEN) to explore the preceding factors triggering the loss of September Arctic SIE.
The essential merits of the method are to overcome some spurious correlations from common drivers
or indirect links, determine the lead time of each precursor and identify the specific region with the
most significant impacts on other regions [38].

2. Materials and Methods

2.1. Data Sources

Eighteen selected candidate factors are listed in Table 1, including: (1) observed sea-ice
concentration (SIC); (2) model-based variables associated with sea-ice characters (sea-ice volume,
sea-ice thickness, and zonal and meridional components of sea-ice velocity); (3) near-surface climate
variables (sea surface temperature (SST), air temperature at 2-m height, downward surface longwave
and shortwave radiation fluxes, net longwave and shortwave radiation fluxes on the surface,
meridional temperature advection, sea-level pressure, zonal and meridional components of wind
at 10-m height); and (4) climate indices representing atmospheric circulation patterns correlated
with sea-ice change based on the previous studies (AO, PNA, PDO). Detrended anomalies were
generated by removing long-term means and linear trends during the study period (1980–2017) in each
calendar month for each variable, except for climate indices. Hereinafter, all of precursors represent
the detrended anomalies unless specified.

Table 1. Candidate factors associated with September Arctic sea-ice extent.

Name Definition Unit Region

SIC Sea-ice concentration % Ice-covered ocean north of 30.98◦ N
SIV 1 Sea-ice volume 103 km3

SIT Sea-ice thickness m Ice-covered ocean north of 49◦ N
Uice Zonal component of ice velocity m/s Ice-covered ocean north of 49◦ N
Vice Meridional component of ice velocity m/s Ice-covered ocean north of 49◦ N
SST Sea surface temperature K Ocean north of 60◦ N
T2m Surface air temperature at 2 m K Ocean north of 60◦ N

DLWF Downward surface longwave radiation flux W/m2 Ocean north of 60◦ N
DSWF Downward surface shortwave radiation flux W/m2 Ocean north of 60◦ N
NLWF Net surface longwave radiation flux W/m2 Ocean north of 60◦ N
NSWF Net surface shortwave radiation flux W/m2 Ocean north of 60◦ N
Tadv Meridional temperature advection K/s North of 60◦ N
SLP Sea-level pressure hPa North Hemisphere

U10m Zonal component of wind at 10 m m/s North Hemisphere
V10m Meridional component of wind at 10 m m/s North Hemisphere
AO 1 Arctic Oscillation index

PNA 1 Pacific-North American index
PDO 1 Pacific Decadal Oscillation index

1 These variables are monthly mean time series rather than gridded fields.

The previous Arctic SIE was not used as the candidate factor, because this study aimed to
validate how the antecedent climate conditions affect the sea-ice cover changes, excluding the strong
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auto-correlated SIE. That is, whenever the previous SIE was considered into the CEN approach, the
SIE at a lead of 1 month had a larger effect on September Arctic SIE than any other variables, which to
a large degree covered up the real causality. However, the earlier stage of sea ice could also promote or
preclude the ice growth and decay, so that some variables indicative of sea ice features remained.

2.1.1. Sea-Ice Concentration and Extent

September SIE were from Sea Ice Index data set provided by the NSIDC [8,39]. The monthly SIEs
(the total area of all the pixels enclosed in the Arctic region with at least a 15% sea-ice concentration
(SIC)) were estimated based on the daily gridded SIC from the Goddard Space Flight Center (GSFC).
The SIC maps were derived from multiple passive microwave instruments, including the Nimbus-7
Scanning Multichannel Microwave Radiometer (SMMR, 26 October 1978–20 August 1987), the Defense
Meteorological Satellite Program (DMSP) Special Sensor Microwave/Imagers (SSM/Is, 21 August
1987–31 December 2007), and the DMSP Special Sensor Microwave Imager/Sounder (SSMIS, since
2008). They were merged into a consistent time series spanning 1978 through the present by means of
the NASA Team sea ice algorithm [40,41]. In detail, the daily SIC fields were firstly used to generate
the daily SIE with a 15% cutoff, which were averaged into the monthly mean extent. The Arctic SIE
product included the Arctic pole hole not imaged by the sensors, given that all of grid cells covering
the hole had a 15% or greater ice concentration. We also used the monthly SIC data available from
NSIDC to investigate the influence of spatial distribution of sea ice on the changing SIE.

2.1.2. PIOMAS

A 12-category thickness and enthalpy distribution (TED) sea-ice model was orchestrated by the
Parallel Ocean Program (POP) to develop a PIOMAS which has a north pole displaced to Greenland
and an approximately 22-km horizontal resolution [42]. The model, forced by daily NCEP/NCAR
reanalysis atmospheric fields, simulates a lot of key sea-ice and ocean states from 1978 to the present,
including SIC and sea-ice thickness. The sea-ice volume can then be computed from these two
variables. PIOMAS also generated ocean salinity, temperature and velocity at all 10 upper levels which
compensated for sparse ocean observations, although they had more or less some biases. Besides
the pan-Arctic sea-ice volume, other gridded sea-ice variables from PIOMAS were also considered
as candidate factors, such as monthly sea-ice thickness and sea-ice velocity (zonal and meridional
components). Note that the sea-ice velocity from the east or north direction was positive.

2.1.3. Interim European Centre for Medium-Range Weather Forecasts (ECWMF)
Re-Analysis (ERA-Interim)

To explore the impact of changes in atmosphere and ocean states on the SIE, we used the
output from the ERA-Interim reanalysis data provided by the European Center for Medium-Range
Weather Forecasts (ECMWF) [43,44]. Compared with prior ECMWF reanalysis product (ERA-15 and
ERA-40), the updated data mapped on an 80-km, Equal-Area Scalable Earth (EASE) grid implements
four-dimensional variational (4D-Var) data assimilation, which adjusts the observation biases and
enhances diagnostic efficiency [45,46]. ERA-Interim reanalysis data spans the period from 1979
onwards. Here, we primarily focused on the monthly surface fields, including SST, air temperature at
2-m height, downward surface longwave and shortwave radiation fluxes, net longwave and shortwave
radiation fluxes on the surface, sea-level pressure, and zonal and meridional components of wind at
10-m height. The meridional temperature advection was also inferred as the product of meridional
wind and latitudinal temperature gradient. It should be noted that the southerly wind (poleward) was
positive and the direction of radiation flux followed the convention that downwards was positive.

2.1.4. Climate Indices

Three climate teleconnection indices were considered in this study. They are AO index, PNA, and
PDO. The first two were provided by the National Weather Service Climate Prediction Center (CPC),
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while the last one was obtained from the Climate Impacts Group at University of Washington. All of
these monthly indices were constructed by regressing monthly climate anomaly fields poleward of
20◦ N onto their corresponding leading EOF modes, and then normalized by the standard deviation
during their base period.

2.2. Methodology

Firstly, we computed the correlation coefficients between September Arctic SIE and each gridded
variable at each point for different lead times (1 to 8 months) and constructed the correlation maps
for each of the variables (Figures S1–S8, Supplementary Materials). The reason for setting the lead
time between 1 and 8 months is because our study aimed at the intra-seasonal and seasonal impacts of
climate variables in the same year on the September sea-ice changes. In some cases, only physically
valid points were considered. For example, warmer SST is favorable for sea-ice loss, so the correlations
between the two were presumably negative. It is therefore areas with positive correlations between
the September SIE and August SST anomalies were set to 0 [47]. Based on a two-sided Student’s t-test
analysis, the statistically significant adjacent grids with the same sign at a 95% confidence level were
grouped into the same region, where the weighted regional mean time series at a specific lead time
were generated with corresponding correlation weights [47–49]. This step reduced the dimension of
these potential impact factors efficiently but still preserved the correlation information and similar
properties in this region.

Based on the correlation-weighted time series of each variable constructed in the first step, we
detected the direct precursors related to the SIE at different lead times using the CEN algorithm [50,51].
This data-driven method has been increasingly utilized in climate research fields [52–54]. Generally, the
updated version of PC algorithm (a causal discovery algorithm developed by Peter Spirtes and Clark
Glymour) [55,56] sheds light on the direct links between an independent variable and a dependent
variable with conditional independence tests given more than two variables. Its usage was described
in details by Kretschmer et al. [57]. In our study, this step mainly includes two parts. The first one
is to calculate the simple linear correlations between September Arctic SIE and weighted regional
mean factors selected from the first step, and to retain significantly correlative potential precursors.
The second and critical one is to iteratively compute partial correlation coefficients between the
September Arctic SIE and one tested potential precursor given some independent conditions. These
conditions actually are different combinations of other potential precursors, except for the tested
precursor. Once the partial correlation between the September SIE and the tested potential precursor
is nonsignificant under any condition, the tested potential precursor is viewed as an indirect link
and removed. Finally, we retained all of causal precursors at a specific lead time after removing
non-significant or indirect links at a confidence level (95%). These causal precursors were used to build
a multiple linear regression model.

In order to validate the robustness of the regression model, we chose the first 30-year data
(1980–2009) to construct a cross-validated training model with these selected CEN precursors, which
were used to predict the September Arctic SIE during the last 8 years (2010–2017). Note that all of
variables over the whole 38 years were re-processed based on the long-term means and linear trends
of the training data over 1980–2009.

3. Results

From the lagged correlation maps, we obtained a total of 7151 regions significantly correlated with
the September Arctic SIE for all gridded variables for all lead times (1–8 months), including 3509 SIC
regions, 256 SIT regions, 649 Uice regions, 675 Vice regions, 139 SST regions, 87 T2m regions, 140 DLWF
regions, 27 DSWF regions, 57 NLWF regions, 69 NSWF regions, 409 Tadv regions, 93 SLP regions,
547 U10m, and 494 V10m regions. Based on the CEN method, we found some direct precursors in
specific regions at specific lead times, which represent the factors significantly correlated with the
September Arctic SIE. For example, sic_27 and sic_121 are the August regional mean SICs in the 27th
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and 121st group of 3509 SIC regions, respectively, while dlwf_84 is the June regional mean downward
longwave radiation flux in the 84th group of 140 DLWF regions (Figure 1).
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Concerning the parameter setting of the CEN method, we tried to adjust the maximal lead
time from one to eight months relative to September in the same year. Finally, all of regional mean
precursors for different lead times are listed in Table 2, along with their geometric center coordinates
and correlation coefficients corresponding to Figure 1a. Two kinds of distinct links were found.
The first with only one precursor, June DLWF in the area of Canadian Arctic Archipelago dlwf_84
(centered on 69.0◦ N, 89.3◦ W; hereinafter, the geometric center coordinates of each precursor follow
in the parentheses), occurs when the maximum lead time is more than three months, while the other
has seven significant precursors in August connected with the September SIE when the lead time
maximum is less than four months (Figure 1a). These precursors are arranged counterclockwise in
order of correlation strength, with the mean SIC in Western Arctic sic_27 (81.0◦ N, 156.8◦ W) being the
largest (r = 0.972). Besides the SIC factors, both wind fields and SST are correlated with the changes in
SIE. As is shown in Figure 1a, the correlation coefficients between the first five strongest precursors
and September Arctic SIE exceed 0.7. Although some precursors are from the same variable, they
are located in different regions (Figure 1b). In terms of the SIC, other than sic_27 (81.0◦ N, 156.8◦ W)
mentioned above, the negative anomalies of ice concentration in the north of Kara Sea sic_121 (81.0◦ N,
79.8◦ E) could result in the less SIE, while the sea-ice concentrations between the Greenland and
Svalbard sic_126 (77.4◦ N, 1.1◦ W) have the weakest positive correlation with the September SIE
(r = 0.55), which is close to the effect of the zonal wind anomalies in the north of Africa u10m_2
(10.3◦ N, 9.9◦ E). From Figure 1, we can see the August zonal wind in the Pacific Ocean adjacent to the
east of Japan u10m_56 (39.0◦ N, 150.8◦ E), meridional wind in the Indian Ocean to the east of Somalia
v10m_29 (6.3◦ N, 53.7◦ E) and SST near Northeastern Greenland sst_23 (81.9◦ N, 18.2◦ W) more or less
negatively correlate with the subsequent Arctic SIE change. However, all of climate indexes were not
selected in any case, which indicates they affect Arctic sea ice on longer time scales rather than on a
seasonal time scale. Moreover, zonal and meridional sea-ice velocity have never appeared for all lead
time, which may be linked with the lack of real ice velocity observations assimilated in the PIOMAS
model and the complexity of sea ice rheology.
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Table 2. Precursors associated with September Arctic SIE.

Name Lead
Time Description Center

Coordinates Correlation

sic_27 1 August regional mean SIC in the 27th group of 3509 SIC regions 81.0◦ N, 156.8◦ W 0.972

sic_121 1 August regional mean SIC in the 121st group of 3509 SIC regions 81.0◦ N, 79.8◦ E 0.736

u10m_56 1 August regional mean zonal wind at 10 m
in the 56th group of 547 U10m regions 39.0◦ N, 150.8◦ E −0.725

v10m_29 1 August regional mean meridional wind at 10 m
in the 29th group of 494 V10m regions 6.3◦ N, 53.7◦ E −0.684

sst_23 1 August regional mean SST in the 23th group of 139 SST regions 81.9◦ N, 18.2◦ W −0.681

u10m_2 1 August regional mean zonal wind at 10 m
in the 2nd group of 547 U10m regions 10.3◦ N, 9.9◦ E 0.558

sic_126 1 August regional mean SIC in the 126th group of 3509 SIC regions 77.4◦ N, 1.1◦ W 0.553

dlwf_84 3 June regional mean downward longwave radiation flux
in the 84th group of 140 DLWF regions 69.0◦ N, 89.3◦ W −0.950

The bold-italic style means the specific terminology in this article.

The bold-italic style means the specific terminology in this article According to these precursors
above, the regression model of September Arctic SIE for the lead time of 1–3 months was:

Y = 0.72X−1
1 + 0.2X−1

2 − 0.19X−1
3 − 0.17X−1

4 − 0.17X−1
5 + 0.13X−1

6 + 0.12X−1
7 (1)

where data are standardized, Y represents the September Arctic SIE, and X−j
i denotes the specific

precursor at lead j month corresponding to these seven significant precursors in August from sic_27
to sic_126 in counterclockwise order, shown in Figure 1a. The skill of model is strong because the
simulated September SIE is highly correlated with observations (r = 0.986). Furthermore, based on the
cross-validation model over 1980–2009, there is a high correlation (r = 0.979) between predicted and
observed September SIEs during the testing period (Figure 2), which indicates the seven precursors
shown in Figure 1a can be used to predict the September Arctic SIE in the following years very well.
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Figure 2. Observed (black dashed line) and simulated September Arctic SIE over 1980–2017. Red solid
line represents the linear regression model of September SIE using the whole data, while the blue one
represents the crossed-validation model of September SIE using 1980–2009 training data. The blue one
almost overlaps with the red one totally. The left of vertical dotted line means the fitted training results
(1980–2009) based on the crossed-validation model, while the right of vertical dotted line means the
predicted results during the testing period (2010–2017).
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As the causal effect network algorithm is essentially a statistical approach, it is of importance to
explain how some selected precursors with only few points, even in the lower latitudes, relate to the
Arctic SIE anomalies. As we know, the previous SIC changes largely concur with the subsequent SIE
anomaly due to the persistence, which is corroborated by the cross-correlations between the detrended
September Arctic SIE and August SIC anomaly field during the study period (Figure 3a). The SIE in
September are positively correlated with the ice concentrations in most of the pan-Arctic regions in
August, except for the part of the central Arctic Basin which can be ignored. All of these significantly
correlative points were divided into 137 groups where the adjacent grids with the same sign were
enclosed in the same group. The three precursors, sic_27, sic_121, and sic_126, indicate the regional
averages of the 27th, 121st and 126th group, respectively, in the SIC precursor regions related to the
September Arctic SIE. For exploring the role of each precursor, we chose the geometric mid-point
of each group as a base grid to construct its corresponding one-point correlation maps [58] where
the points positively correlated (p < 0.05) with base grid were considered to be in accordance with
the precursor (Figure 3b–d). What is interesting is that the significantly positive points in these three
one-point correlation maps add up to the whole positive correlation region in Figure 3a. Moreover,
the more the positive points in a one-point correlation map are, the stronger the correlation of the
relevant precursor with September SIE is. Therefore, it is likely that the dramatic loss of September SIE
is accentuated by negative August SIC anomalies in the Beaufort Sea and the Arctic Basin extending to
the Canadian Arctic Archipelago (sic_27), where sea ice is susceptible to the change in the strength
and location of Beaufort Gyre and the heat flux once the thicker ice shrinks. Moreover, there is no
doubt that the continued negative SIC anomalies in the Kara Sea and Laptev Sea will result in the
subsequent sea-ice reduction, because SIE was derived from the ice-covered areas with SIC greater
than 15%. According to the CEN method, the results showed that, except for SICs, other variables
associated with sea-ice characters were not selected, which indicated the sea-ice thickness to a large
degree affects SIE through the changes in ice concentrations.

Although the sea-ice feature itself plays a vital role, it does not impede the influence of SST
on the sea-ice cover. The warm sea water at the surface accelerates the melting of sea ice and the
decrease of surface albedo, which makes the open water areas enlarge so that more heat is absorbed
in the surface and subsurface ocean. The positive temperature–albedo feedback has a fundamental
effect on the sea-ice changes. From Figure 1b, we can see that the August sst_23 indicative of some
sparse grid points near Northeastern Greenland has a remarkably negative impact on the September
SIE. Compared to the negative SST anomalies in other larger regions easily caused by atmosphere
circulation anomaly and warm water inflow from lower latitudes, sst_23, a local variable, could
directly affect sea-ice changes. Figure 4 shows the composite patterns of August SST anomaly (left) and
September SIC anomaly (right). When the regional mean sst_23 in August is one standard deviation
larger than its climatology mean in the positive phase, the warmer SST anomalies occur in the vicinity
of Barents Sea and Kara Sea and along the Eurasian coast (Figure 4a). However, there is a little
change in SICs near the extremely warm Barents Sea and Kara Sea (Figure 4b). In contrast, the SICs
within the Arctic Basin to the north of Barents Sea and Kara Sea significantly decrease, because in
summer, sea-ice cover shrinks to the north of 75◦ N, where sea ice mostly locates in the Central Arctic.
Similar to extreme warmer sst_23 anomaly years, more ice in the Laptev Sea disappears in cooler years
(Figure 4d), which reveals the sea-ice changes in this region is less correlated with SST anomalies near
Northeastern Greenland.
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pressure anomaly in the central Arctic Ocean weakens the Beaufort Gyre in a smaller size, which 
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Figure 3. (a) Correlation map (shade interval: 0.1) of August SIC with the September Arctic SIE over
1980–2017; (b–d) one-point correlation maps (shade interval: 0.2) of three precursors (August sic_27,
sic_121 and sic_126) where the values represent the correlation coefficients of each precursor with
the August SIC anomaly field north of 60◦ N, respectively. The geometric mid-point (base grid) of
each precursor is marked as a yellow asterisk. Black dots denote the points significantly correlated
with each base grid at the 95% (p < 0.05) confidence level. Red (blue) shadings indicate the positive
(negative) correlations.

Besides SST, the anomalous preconditioning of atmosphere circulation on the hemispheric scale is
likely to cause the sea-ice loss. As is shown in Figure 5, the August westerly wind anomaly in the Pacific
Ocean adjacent to the east of Japan (u10m_56) is accompanied by the strong easterly wind anomalies in
the Chukchi Sea. In the extreme positive u10m_56 years, the circulation configuration helps the warm
air poleward through the Bering Strait and makes the sea ice away from the Eurasian coast driven by
the Transpolar Drift Stream (high ice motion from the coast of Siberia, across the Arctic pole into the
North Atlantic via the Fram Strait), while the more sea ice can only be preserved in the Beaufort Sea
(Figure 5b). In contrast, the extreme negative u10m_56 phase with low pressure anomaly in the central
Arctic Ocean weakens the Beaufort Gyre in a smaller size, which makes thinner ice recirculate back to
the Alaskan coast more quickly, and the Transpolar Drift Stream is enhanced, shifting to the western
Arctic, and takes more older ice in the central Arctic Basin away through the Fram Strait (Figure 5c,d).
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These results are similar to [24], which demonstrated the summer sea-ice motion (SIM) anomalies from
the 1980s to the 1990s are the delayed responses to the AO of the previous winter.
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Figure 4. Composite anomalies of (a,c) August SST (shade interval: 0.5 K) and (b,d) September SIC
(shade interval: 0.05). The top (bottom) two plots correspond to the years when August sst_23 (81.9◦ N,
18.2◦ W) is one standard deviation larger than its climatology mean in the positive (negative) phase.

Similarly, with the abnormal southerly wind near the West Indian Ocean (v10m_29), the Laptev
Sea towards the Central Arctic witnesses a dramatically positive meridional wind anomaly, which
leads to a low-pressure center in the vicinity of the Laptev Sea and Kara Sea and a high-pressure center
in the western Arctic Basin (Figure 6a,b). Therefore, the warm air from lower latitudes is transported
into the Arctic regions to melt a mass of ice with the largest loss in the Laptev Sea. Meanwhile,
the Transpolar Drift Stream is shifted eastwards by the stronger Beaufort Gyre so as to make more fast
ice out of the marginal seas in Eastern Arctic.
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Figure 5. Composite anomalies of (a,c) August zonal component of wind at 10 m (shade interval:
0.5 m/s) and sea-level pressure (contour interval: 0.5 hPa); and (b,d) September SIC (shade interval:
0.05). The top (bottom) two plots correspond to the years when August u10m_56 (39.0◦ N, 150.8◦ E) is
one standard deviation larger than its climatology mean in the positive (negative) phase.

However, the surface wind anomalies in different regions have different even adverse influences
on sea ice. As is shown in Figure 1, the August zonal winds in the north of Africa (u10m_2) have
a weak positive correlation with the September Arctic SIE, unlike u10m_56 and v10m_29. Figure 7
reveals that in the extreme negative u10m_2 anomaly years, the abnormal westerly winds occur across
the tropical Pacific Ocean and Indian Ocean accompanied with the large-scale easterly wind anomaly
near the north latitude 30◦, which indicates the westerly zone in the mid-latitudes weakens and the
heat exchange between higher and lower latitudes is enhanced, so the Arctic sea ice, especially in the
Pacific side, is reduced. In contrast, in the extreme positive u10m_2 phase, both the stronger westerly
zone and the polar vortex confine the cold air in the Arctic regions in favor of ice growth.
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Figure 6. Composite anomalies of (a,c) August meridional component of wind at 10 m (shade interval:
0.2 m/s) and sea-level pressure (contour interval: 0.5 hPa); and (b,d) September SIC (shade interval:
0.05). The top (bottom) two plots correspond to the years when August v10m_29 (6.3◦ N, 53.7◦ E) is
one standard deviation larger than its climatology mean in the positive (negative) phase.

Different from the diverse factors above, the June DLWF in the vicinity of Canadian Arctic
Archipelago (dlwf_84) is the only one relevant precursor when the lead time maximum is more than
three months in the CEN algorithm. Additionally, the results revealed that the effect of June dlwf_84
on September Arctic SIE is profound. Comparing the composite patterns in the extreme positive and
negative dlwf_84 anomaly years (Figure 8a,c), we found a wide range of DLF anomalies in the central
Arctic Basin extending to the Eurasian coast, the Baffin Bay and the Hudson Bay in June are concurrent
with the abnormal dlwf_84. In other words, when dlwf_84 is one standard deviation larger than its
climatology mean in the positive phase, DLFs in the majority of Arctic regions are enhanced, which
may result from the increased high clouds and moisture in the high latitudes during the late spring
and early summer. Meanwhile, the stronger downward longwave radiation leads to the surface ice
melting (Figure 8b) and the albedo decrease with more heat absorbed in the surface ocean, which in
turn contributes to the positive ice–albedo feedback and/or cloud–radiation feedback.
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Figure 7. Composite anomalies of (a,c) August zonal component of wind at 10 m (shade interval: 0.25 m/s) and sea-level pressure (contour interval: 0.5 hPa); and
(b,d) September SIC (shade interval: 0.05). The top (bottom) two plots correspond to the years when August u10m_2 (10.3◦ N, 9.9◦ E) is one standard deviation larger
than its climatology mean in the positive (negative) phase.
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Figure 8. Composite anomalies of (a,c) June DLWF (contour interval: 2 W/m2) and (b,d) September SIC (contour interval: 0.05). The top (bottom) two plots correspond
to the years when June dlwf_84 (69.0◦ N, 89.3◦ W) is one standard deviation larger than its climatology mean in the positive (negative) phase.



Atmosphere 2018, 9, 437 15 of 19

4. Discussion and Conclusions

Our research illustrates that some climate variables are good predictors as they are directly related
to the changes in the September Arctic SIE, which is in agreement with the previous studies [9,17,19].
For the lead time of 1–3 months, variables such as SIC, manifesting the characters of sea ice, have a
predominate impact. The SIC precursors in three different regions almost delineate the total and close
connections between the August SIC and September SIE. sic_27 in the Beaufort Sea and most of the
Arctic Basin represents the strongest positive correlation, while the other two precursors, sic_121 and
sic_126, have a relatively weaker influence on the changes of marginal seas. Similar to SIC, the sea-ice
thickness in the pan-Arctic regions at different lead times highly correlates with September Arctic SIEs
(Figure S2, Supplementary Materials). As mentioned above, August SICs in three different regions are
important causal precursors of September Arctic SIE, so likewise, the regional mean sea-ice thickness
can be considered as predictors of September Arctic SIE [49,59–61]. However, the earlier sea-ice
thickness has not been selected through the CEN method. It is likely because in most cases, the thin
sea-ice cover is helpful for the subsequent sea-ice loss with the abnormal atmosphere circulations and
thermodynamic conditions required, which indicates this kind of indirect correlation is hard to detect
through the CEN approach.

Besides sea ice itself, the influences of the previous dynamic and thermodynamic factors, including
atmosphere circulation and radiation forcing, are prominent in many regions. As is shown in Figure 4,
the September SIC declines near Eastern Greenland and the Arctic Basin to the north of Novaya
Zemlya and more or less concurs with local positive SST anomalies near Northeastern Greenland in
August (sst_23). Instead, the sea-ice loss in the Laptev Sea, to a large extent, is linked with the August
easterly wind anomaly in the Chukchi Sea compatible with the westerly wind anomaly in the Pacific
Ocean (u10m_56), so as to enhance the heat exchange between higher and lower latitudes (Figure 5).
The analogous circulation regime is found when the meridional wind near the West Indian Ocean
(v10m_29) has a positive anomaly, which strengthens the Beaufort Gyre and melts more ice along
the Eurasian coast when the Transpolar Drift Stream shifted westward (Figure 6). At the same time,
the anomalous polar high favors the clear sky conditions with higher clouds that could accelerate the
sea-ice loss through the cloud–radiation feedback. In terms of the radiation forcing, the longwave
radiation flux plays a more pronounced role in the September sea-ice changes than shortwave radiation
flux, particularly for the lead time of more than three months. Moreover, comparing the correlation
maps of the downward DLF and the net longwave radiation flux (NLF) at the surface with the
September Arctic SIE (Figures S3 and S4, Supplementary Materials), we considered the former has
a dominant influence as well as the June dlwf_84 in the Canadian Arctic Archipelago characterized
by the DLF anomalies in the entire Arctic Basin eastwards to the Eurasian coast (Figure 8), and is the
only one relevant precursor when the parameter (maximal lead time) in the CEN method is over three
months. Based on the spatial distribution of September SIC over 1980–2017 (Figure S9, Supplementary
Materials), it is documented that the response of sea ice to the climate precursors is mainly located in
the ice edges, which are the most sensitive regions of sea-ice changes.

In this study, we focused on the direct and linear correlations between the potential precursors,
and the September Arctic SIE so indirect and/or nonlinear factors were not selected in the CEN method.
From our perspectives, the robust and relatively stable precursors not affected by the maximal lead
time can be used to build the forecast models. However, to improve the seasonal prediction and
predictability of summer Arctic sea ice, more work should be done in the future, including the setting
of other parameters (minimal lead time, confidence level, and so on) and the choice of other climate
variables. Additionally, the quantitative relationship between these precursors and the September
Arctic SIE could provide indicative criteria for the evaluation of climate models so as to address sources
of uncertainty and promote the improvement of models.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4433/9/11/437/s1,
Figure S1: Correlation maps of SIC at the lead time of 1–4 months with the September Arctic SIE, Figure S2:
Correlation maps of sea-ice thickness at the lead time of 1–4 months with the September Arctic SIE, Figure S3:

http://www.mdpi.com/2073-4433/9/11/437/s1
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Correlation maps of downward surface longwave radiation flux at the lead time of 1–4 months with the September
Arctic SIE, Figure S4: Correlation maps of net surface longwave radiation flux at the lead time of 1–4 months with
the September Arctic SIE, Figure S5: Correlation maps of SST at the lead time of 1–4 months with the September
Arctic SIE, Figure S6: Correlation maps of sea-level pressure at the lead time of 1–4 months with the September
Arctic SIE, Figure S7: Correlation maps of zonal component of wind at 10-m height at the lead of 1–4 months with
the September Arctic SIE, Figure S8: Correlation maps of meridional component of wind at 10-m height at the
lead time of 1–4 months with the September Arctic SIE, Figure S9: Climatology mean of September Arctic SIC
over 1980–2017.
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